
Introduction
This project consisted of many constitute parts concerned with object storage, from integration with high-
performance computing, visualisation, cloud technologies and the future of storage at Diamond. These
posters will cover various aspects of these projects. This poster will serve as an introduction to the con-
cepts, terms and the current storage at Diamond.

Storage at Diamond
There are different ways to deal with data, at Dia-
mond we currently utilise a high-performance dis-
tributed filesystem(s), GPFS[1], to handle the 1GB/s
to 40GB/s of unstructured data produced from the
detectors at beamlines

What Is A Filesystem?
It is a method of storing data in a hierarchical struc-
ture; it works well with data that can easily be cat-
egorised. The benefits of this system are that it is
human interpretable and works well with data that
has an inherent structure to it. The data is stored in
Files, Folders, Sub-directories and Directories.

How Object Storage Could Help
Objects stores are ideal for the type of data produced
at Diamond. So may prove to be more efficient in a
faster and simpler way, whilst being better equipped
to cope at scale, due to their history in archival stor-
age and be more capable at handling a broader range
of data sizes withe less tuning. Object storage is
also closely aligned with the cloud and has a restful
interface allowing for integration with remote data
analysis

What Is Ceph[2]

Ceph is a storage system that can act as a file, ob-
ject and block storage. It is actively maintained by
Redhat[3] and has a strong scientific community with
organisations such as STFC, CERN, the University
of Michigan, being associate members[4]. Through-
out this project, we use it as an object store exclu-
sively.

The Problem
Storing unstructured data in a filesystem has prob-
lems with complexity, difficulty dealing with large
and small data sizes, causing significant input and
output overhead and being hard to easily integrate
with remote data analysis for the cloud.

What Is Object Storage?
It is a way to handle unstructured data, such as im-
ages, audio files, videos and data that that does not
have a predefined way of storing it sensibly. The
data is stored as an object with three parts the data,
metadata (that describes information about it) and a
unique identifier.
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Visualising Object Stores

The project aimed to create a way to visualise tomography data processing in real-time. Achieving this using

object storage as the backend, with hopes to showcase the capabilities of the DosNa[1], object storage and to

help prove a useful tool for users when running tomography data processing. It was a collaborative project

done in part with the Science and Technology Facilities Council (STFC) who created a Raspberry Pi Ceph

storage cluster.

Tomography

X-ray Tomography is a non-destructive imaging

technique that takes 2-dimensional cross-sectional

images at different angles of a sample reconstruct-

ing the cross-sections into a 3-dimensional repre-

sentation of the sample. Applications of tomogra-

phy are extensive ranging from reconstructing the

internal structure of an orchid bee eye to assessing

the size and shape of cracks in aircraft parts.

DosNa

DosNa allows for the distribution of N-dimensional

arrays over an object storage backend, such as Ceph.

It can also be used as a plugin with Savu as a re-

placement to HDF5
[2]

.

Video Demo

Result

As the video demo displays, this project was a suc-

cess with results being exhibited in Denver at Su-

perComputing 2019. This tool will potentially be

further developed to form a set of tools for Diamond

when using object stores for tomography data pro-

cessing in future.

Savu

There are many a variety of ways to process tomo-

graphic data to get a good reconstruction of the sam-

ple, at Diamond, we use an in house program called

Savu
[3]

to do this.

Tomography of A Bee Eye

Web App

The web app allows users to browse objects inside

a pool in real-time, viewing slices of the images

stored. Due to the way DosNa handles the data by

creating a dataset object, which stores the dataset

metadata and links the chunks created, we are able

to reconstruct the data inside the object store, by

calling only the dataset object and taking slices.
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Transient Object Store
This project aims to create an object store that could be deployed on the high performance compute (HPC)

cluster, using the RAM on the nodes for storage, as this would allow for fast data processing and quick access

to an object-store as well helping show Ceph’s ability to scale.

HPC at Diamond
Diamond currently has multiple HPC clusters,

which are used for a variety of computing jobs for

data processing, in total it consists presently of 8680

cores and 244 GPU’s. To manage the job schedul-

ing, we use univa grid engine (UGE)
[1]

Submission Script
The submission script works, by utilising Ceph’s

deployment tool, ceph-deploy, job environment pa-

rameters from UGE and Message Passing Interface

(MPI)
[2]

to speed up deployment time. Within the

submission script, you can specify how much RAM

you want on each host.

Performance

Conclusion
Here we demonstrate that Ceph can be deployed as

a cluster job to deal with transient data and scales

appropriately across our cluster while leaving room

for other jobs to happen at the same time.

Future Work
Future work includes making the submission script

more natural to use and require less knowledge of

ceph as well as working closely with MX to see

other potential uses for this technology.

Scaling
There are two types of scaling, vertical and hori-

zontal. Vertical consists of improving the capacity

of existing hardware to get improvements, whereas

horizontal scaling is about adding more machines

to work as a single entity. We are interested in hori-

zontal scaling as this is how we use the HPC cluster.

Submission Script

Performance
In the performance graph we demonstrate Ceph’s

ability to scale to the network limit of ⇠ 6000MB/s

within 5 nodes, a linear rate of approx 1GB/s per

node, while not optimised. In this graph, we also

show to achieve this performance we only need 16

threads on each node, which means another job can

be run on the node at the same time.
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The Future of Storage

Here we talk about whether object storage has shown to be a viable solution to the problem presented at the
beginning and what the future of storage may look like at Diamond.

The Cloud

Currently at Diamond the users employ Diamond
compute resource to process their jobs. However,
we are starting to move toward remote data analy-
sis, with this comes the issue of moving data around,
here object storage shines through with the S3[1] in-
terface.

Problems to Overcome

There are still problems we will need to overcome.
Some detectors used at Diamond expect to see a
filesystem as a backend, there is not currently a
friendly user interface with object storage such as
a file browser, and users will need to get used to
dealing with objects instead of files.

Future of Storage At Diamond

We believe that due to the prevalence of cloud use
and users wanting to transfer data around quickly
that object storage will become the go-to storage
mechanism within synchrotrons during the next five
years.

Overall Conclusion

With the information presented within this series
of posters we have shown that object storage can
integrate with existing technologies such as Savu,
it can act as a distributed RAMDisk, process data
at the rates required and neatly integrate with the
cloud technologies. Given the research conducted,
we would strongly recommend the adoption of ob-
ject storage, within Diamond and synchrotron facil-
ities.
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S3

S3 is a data transfer application programming inter-
face (API) built by Amazon and has a restful inter-
face to object stores; most object stores allow for
communication via S3. Therefore, making moving
data flexible and straightforward for users as there
is a near to universal interface for data transfer and
interaction across multiple sites.

Future Work

There is now work underway to implement a high-
performance object store for the Eiger detectors
with MX. However, more work needs to be done
into optimising a Ceph, improving DosNa perfor-
mance and visualisation component,
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